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ABSTRACT 

 
Due to the physical phenomena involved in Powder Bed Fusion (PBF) processes, the surface of the manufactured 

product is naturally rough, significantly impacting the characteristics of fluid flow and heat transfer over the 

surface. Several studies have attempted to develop Computational Fluid Dynamics (CFD) models to predict 

friction factor and Nusselt number in rough channels and despite progress in roughness models, further 

investigations are required to develop a numerically reliable method in the study of heat transfer over the highly 

irregular roughness made by PBF. This study developed a high-fidelity numerical model based on the Reynolds-

Averaged Navier-Stokes (RANS) framework to investigate convective heat transfer over rough surfaces with 

different roughness heights and topology. Several models based on roughness extensions of RANS were compared 

with the resolving-roughness approach proposed in this study. In comparison with experimental results, the 

predictions of this approach broadly match the of the velocity profile for a wide range of roughness heights.  The 

proposed approach predicted the expected downward shift in both the velocity and temperature profiles due to 

roughness, and the variations of these profiles for different roughness topologies. 

 

KEYWORDS: Convection heat transfer, Computational fluid dynamics (CFD), Turbulent flow, Roughness, Additive 

Manufacturing, Heat transfer enhancement 

 

 

1. INTRODUCTION 
 

Additive Manufacturing (AM) is a fast-growing sector that has seen wide adoption in many areas in manufacturing 

over the past few decades. Of all AM methods, Powder Bed Fusion (PBF) including Direct Metal Laser Sintering 

(DMLS) are leading technologies in the creation of metallic devices, enabling the fabrication of complex shapes 

in a single step process [1]. AM has found application in the fabrication of functional cooling channels for gas 

turbine blades [2], integration of conformal cooling of injection moulding tooling [3], and novel heat exchangers 

[1]. Due to the nature of the melting process of the  metal powder, irregular high roughness is generated on the 

surface finish [4,5]. This roughness can significantly influence the transport phenomena, such as momentum and 

heat transfer, of fluids passing over the surface by altering the velocity profile and turbulent properties [6,7]. 

Despite the extensive published research, convective heat transfer over rough surfaces is not yet fully understood 

[6]. Several experimental studies have investigated the impact of roughness on friction factor and Nusselt number 

in channels fabricated by PBF. Ventola et al. [8] reported a maximum of 73% heat transfer enhancement (63% on 

average) on the AM rough surfaces (fabricated by PBF) compared to smooth surfaces. They reported that the heat 

transfer enhancement could not be related to the increased roughness area. Stimpson et al. [9,10] reported heat 

transfer enhancement and pressure drop increase in microchannels fabricated by PBF; however, the Nusselt 

number increase was not proportional to the rise in the friction factor, especially in channels with small hydraulic 

diameters [9].  
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Computational Fluid Dynamics (CFD) has been widely used to study turbulent fluid flow and heat transfer. The 

preponderance of studies being devoted to extending the available turbulent models to account for roughness. 

These models were developed by applying a negative velocity shift to the classical logarithmic law to fit the mean 

velocity profile of the rough-wall flow to the experimental data [6,7,11]. Aupoix [12,13] developed a roughness 

extension to account for high roughness by altering the wall boundary condition of k and ω in SST k-ω models. 

Recently Mazzei et al. [14,15] calibrated the Aupoix model to calculate friction factor and Nusselt number in AM 

cooling channels. Roughness models developed based on the logarithmic law can be significantly influenced by 

the value of equivalent sand-grain roughness height, whose definition and determination are varied [6].  

 

Another approach is the direct resolving of roughness in CFD, known as the roughness-resolving approach. This 

approach is usually used coupled with scale-resolving methods such as Direct Numerical Simulation (DNS) or 

Large Eddy Simulation (LES) [16] although suffers from high computational effort [17]. The computational effort 

can be reduced by coupling the roughness-resolving with Reynolds-Averaged Navier Stokes (RANS) models. 

Hanson et al. [18] and McClain et al. [19] implemented Spalart-Allmaras and SST k-ω models with the method of 

Chamenson et al. [20] for generating random analogue roughness using ellipsoid elements. An over-prediction of 

approximately 50% compared to experimental data for friction factor was reported, resulting from the nature of 

the ellipsoid analogue surface, which is not suitable for RANS turbulent models. 

 

Since each roughness topography has a distinctive impact on flow, the available methods for predicting drag and 

heat transfer remain unreliable, with uncertainties costing billions of dollars per year [7]. There is a gap in the 

literature for a reliable and computationally economical CFD model for rough-wall flow and heat transfer. 

Therefore, this study evaluated the accuracy of roughness extensions by comparing the CFD results with 

experimental results of the velocity profile over additive manufactured roughness. A model for roughness-

resolving coupled with RANS was proposed to enhance the prediction accuracy of convection heat transfer over 

rough surfaces, including AM roughness.  

 

 

2. CFD METHOD 
 

2.1 Reynolds-Averaged Navier Stokes (RANS)  The conservation of mass, momentum and energy in RANS 

framework steady-state Newtonian incompressible flows can be described as [21] 
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where 𝑥𝑖 with 𝑖 = 1, 2, 3 representing each Cartesian direction. 𝑃𝑟𝑡 is the turbulent Prandtl number considered to 

be constant at 𝑃𝑟𝑡 = 0.85.  The turbulent kinetic energy 𝑘 and the eddy viscosity 𝜇𝑡 were calculated by Shear-

Stress Transport (SST) 𝑘-𝜔 proposed by Menter [22], a detailed formulation of which can be found in References 

[22,23].  

 

2.2 Roughness models  The most widely used approach for roughness-modelling is based on the equivalent 

sand grain roughness (ESGR), i.e. a packed layer of spheres of diameter ℎ𝑠 with the same flow characteristics as 

the actual roughness [6,7]. In CFD and turbulent modelling, especially when using the RANS framework, the 

effect of roughness is usually modelled by introducing a negative shift of the logarithmic velocity profile, defined 

as [6,7] 
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where 𝑦+(= 𝑦𝑈∗ 𝜈⁄ ) is the dimensionless wall distance (𝑦 is normal wall distance), 𝐶 is the smooth-wall intercept 

(𝐶=5.1), 𝜅 is the von Kármán constant (𝜅 ≈ 0.41), and  𝑈∗(= √𝜏𝑤/𝜌) is the friction velocity. The velocity shift 

∆𝑈+, referred to as roughness function, can be calculated by 
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where 𝐶𝑠  is the roughness constant and depends on the type of roughness, suggested to be set 0.5, 

while   ℎSmooth
+ = 2.25 and ℎRough

+ = 90.  

 

Aupoix [12] proposed another approach, known as the high roughness model (HRM), that accounts for the effect 

of roughness by modifying the boundary conditions of 𝑘 and 𝜔 on the surface as 
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where 𝑘𝑤
+ = 𝑘𝑤 𝑈∗2⁄ , 𝜔𝑤

+ = 𝜔𝑤𝜇 (𝜌𝑈∗2)⁄ , ℎ𝑠
+ = 𝜌 ℎ𝑠𝑈

∗ 𝜇⁄ , and 𝛽∗ = 0.09. The HRM has been employed in 

several rough-wall flow studies and was assessed by Mazzei et al. [14,15] for AM rough channels where it show 

that HRM was an important development from the ESGR method in the prediction of friction factor and Nusselt 

number. In the present paper, the performance of the HRM and ESGR method in the calculation of velocity 

profile of flow over roughness were compared. Several correlations have been proposed to evaluate  ℎ𝑠 [6,7] and 

some of them are listed in Table 1 

 

 

Table 1. Correlations for estimating the equivalent sand-grain roughness ℎ𝑠 
 

Authors Correlation 

Flack et al. [24,25] ℎ𝑠 = {
4.43𝑅𝑞(1 + 𝑅𝑠𝑘)

1.37      𝑅𝑠𝑘 > 0

2.91𝑅𝑞(2 + 𝑅𝑠𝑘)
−0.284  𝑅𝑠𝑘 ≤ 0

       

Stimpson et al. [26] 
ℎ𝑠

𝐷ℎ
= 18(

𝑅𝑎

𝐷ℎ
) − 0.05              

𝑅𝑎

𝐷ℎ
> 0.028 

Mazzei et al. [15] 
ℎ𝑠

𝐷ℎ
= 26.414

𝑅𝑎

𝐷ℎ
− 0.0856     

𝑅𝑎

𝐷ℎ
> 0.0033 

 

 

𝑅𝑎, 𝑅𝑞, and 𝑅𝑠𝑘 are roughness statistical parameters. In this study, it is these two models, the ESGR and HRM 

that will be investigated in predicting the velocity profile in flow over AM generated roughness.  

 

2.3 Roughness generation  Surface roughness can be characterized by several statistical moments of roughness 

profile, including arithmetic-averaged height 𝑅𝑎 , the root-mean-square roughness (𝑅𝑞 ), skewness (𝑅𝑠𝑘 ) and 

finally, kurtosis (𝑅𝑘𝑢) [6]. The main constraint of the roughness resolving approach is developing a model to 

generate roughness topology [18] based on the specified roughness statistics. In this study, the method proposed 

by Patir [27], and the fast Fourier transform technique were used to generate a matrix of heights with a Gaussian 
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profile. A Gaussian profile with a given roughness height has 𝑅𝑠𝑘 = 0 and 𝑅𝑘𝑢 = 3. Subsequently, a filtering 

method based on Johnson’s transform system [28] was implemented to convert the Gaussian height matrix to a 

random matrix of heights with specified roughness parameters. This generated height matrix, also known as a 

heightmap, can then be used to create a mesh surface, representing the rough surface. Table 2 demonstrates the 

model's capability in generating rough surfaces using given roughness parameters. The accuracy of the method 

was evaluated by employing Normalised Root Mean Square Error (NRMSE) and shown in Table 2. The method 

has the capacity to generate surfaces with an NRMSE of 0.49, 5.65, and 5.63 to achieve the specified 𝑅𝑞 , 𝑅𝑠𝑘, and 

𝑅𝑘𝑢, respectively. The accuracy can be further enhanced by using a larger matrix of heights for roughness but 

will increase the computational effort in CFD.  

 

 

Table 2. Correlations for estimating the equivalent sand-grain roughness ℎ𝑠 
 

Surface 
Input parameters Parameters of generated surface 

𝑅𝑎 (μm) 𝑅𝑞 (μm) 𝑅𝑠𝑘 𝑅𝑘𝑢 𝑅𝑎 (μm) 𝑅𝑞 (μm) 𝑅𝑠𝑘 𝑅𝑘𝑢 

Gaussian 11.00 13.00 0.00 3.00 10.35 13.08 -0.03 3.24 

Negatively Skewed 11.00 13.22 -1.00 3.00 10.92 13.22 -1.01 2.97 

Platykurtic 11.00 13.00 0.00 1.50 11.61 12.92 0.01 1.52 

NRMSE (%) 4.72 0.49 5.65 5.63 

 
 

2.4 Numerical procedure and validation  The Finite Volume Method (FVM) with pressure-velocity coupled 

algorithm was employed in ANSYS fluent 19.2 to solve the governing equations. The second-order upwind 

method was applied to discretise the transport equations. The convergence of the numerical solution was assured 

by monitoring the normalized residuals to reach a constant level below 10−6 for each variable. 

 

𝑦+ = 𝑈+ + exp(−𝜅𝑐) [exp(𝜅𝑈+) − 1 − ∑
(𝜅𝑈+)𝑛

𝑛!
4
𝑛=1 ]  

 
(8) 

𝑁𝑢 =
(𝑓 8⁄ )(𝑅𝑒 − 1000)𝑃𝑟

1 + 12.7(𝑓 8⁄ )1 2⁄ (𝑃𝑟2 3⁄ − 1)
,     𝑓 = (0.79 ln𝑅𝑒 − 1.64)−2 (9) 

 

The numerical code was validated by comparing the CFD results with experimental data for the fully developed 

convection heat transfer in a smooth channel. Fig. 1 (a) shows that the CFD predictions agree with Spalding law 

[29], Eq. (8) with an close agreement of velocity profile in the viscosity affected region. Fig. 1 (b) shows good 

agreement the CFD code for with the Gnielinski [30] correlation for Nusselt number in smooth channels, , Eq (9). 

 

 
 

Fig. 1  Validation with (a) velocity profile of Spalding [29]; and (b) Nusselt number of Gnielinski [30]. 
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3. RESULTS AND DISCUSSION 
  

 

3.1 Evaluation of roughness models  The roughness models eliminate the need to include the geometry of 

roughness in CFD by using added models accounting for roughness. The experimental velocity profile from the 

study of McClain et al. [19] was used to evaluate the models. They recorded the fully developed velocity profile 

in a rough channel with AM roughness fabricated by PBF technology.  

 

Fig. 2 (a) shows the schematic of the air-flow experiment of McClain et al. [19]. The actual dimensions of the 

channel cross-section dimensions of W = 228.6 mm, H = 35.56 mm, but a different length of 200 mm (using 

periodic boundary for inlet and outlet) were employed in the CFD. The bottom surface of the channel was the 

rough test surface, while the other top and lateral walls were smooth. The difference between geometries used in 

roughness-modelling approaches (ESGR and HRM) and the roughness-resolving approach is schematically 

illustrated in Fig. 2 (b), along with the mesh strategies. A Periodic boundary condition was applied to the inlet and 

outlet of the channel to ensure fully developed flow in the channel, and the no-slip boundary condition was used 

on the smooth surfaces of the channel. The boundary condition on the rough surface was specified based on the 

roughness model, as described in section 2.2. The computational grids consisted of polyhedral elements with sizing 

of 100 ⨯ 100 ⨯ 100 cells, and the first node was positioned at a distance of  1 × 10−6 m from the wall to ensure 

𝑦+ < 1. A mesh dependency analysis was performed with sizing of 150 ⨯ 150 ⨯ 150 cells and showed no 

noticeable change in the velocity profile, as illustrated in Fig 2 (c). 

 

McClain et al. [19] investigated three different rough surfaces, named Real_x102, Downskin, and Upskin, with 

specifications listed in Table 3. The value of ℎ𝑠 was calculated using different correlations (see Table 1) listed in 

Table 3, with ℎ𝑠F, ℎ𝑠S, and ℎ𝑠M representing the value of equivalent sand-grain roughness height corresponding 

to the respective correlations of  Flack et al. [24,25], Stimpson et al. [26], and Mazzei et al. [15],. Fig. 3 compares 

the CFD results with the experimental velocity profile of McClain et al. [19] for the channel with Real_x102 rough 

surface. Since the overall pressure gradient in the streamwise direction is balanced, the bulk flow is shifted towards 

the wall having the lower frictional resistance (smooth wall); therefore, Fig. 4 demonstrates a velocity shift towards 

the smooth surface. Both ESGR and HRM provided good predictions of the velocity shift toward the smooth wall 

and also the position of the maximum velocity.  

 

For the Real_x102 surface (with the highest roughness), the HRM model displays better agreement than the ESGR 

model in the velocity profiles. Using the ℎ𝑠M, ℎ𝑠S, and ℎ𝑠F values, the HRM presented NRMSEs of 14.7 %, 15.6 

%, and 24.5 %, respectively, and the corresponding NRMSEs of the ESGR model were 26.9 %, 36.8 %, and 39.5 

%, respectively. For the Downskin surface, the HRM provided slightly better predictions than the ESGR model 

with an NRMSE of about 19.0 % for HRM and about 21.5 % for ESGR.  

 

 
 

Fig. 2  (a) Geometry used in CFD based on McClain et al. [19] experiment (b) schematic of the cross-section 

of channels in roughness-modelling and roughness-resolving approaches and the mesh near the surface for 

roughness modelling (top) and roughness-resolving (bottom) (c) mesh dependency analysis (Upskin surface). 
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Table 3 Rough surfaces used in McClain et al. [19] study. 

 

Surface 𝑅𝑎 (mm) 𝑅𝑞 (mm) 𝑅𝑠𝑘 ℎ𝑠F (mm) ℎ𝑠S (mm) ℎ𝑠M (mm) 

Real_x102 1.887 2.436 -0.276 6.07 30.89 44.57 

Upskin 0.303 0.386 0.195 2.12 2.38 2.74 

Downskin 0.737 0.936 0.082 4.48 3.64 4.58 

 

 

The HRM and ESGR models performed almost equally in predicting velocity profile over the Upskin surface (with 

the lowest roughness), representing an NRMSE of roughly 9.7 % for HRM and about 7.0 % for ESGR. This 

demonstrates that the ESGR model is better suited for surfaces with low roughness, while for surfaces with high 

roughness, the HRM appears to provide predictions closer to experimental measurements. These findings agree 

with the results of Mazzei et al. [14,15] where the HRM was an important step ahead of  the ESGR model. 

 

 
 

Fig. 3  Comparison of CFD results of roughness models (ESGR and HRM) with the experimental velocity 

profile of McClain et al. [19]. The horizontal dashed lines show the maximum extent of roughness. 
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The main limitation of roughness models is their dependence on the variance associated with the determination 

of  ℎ𝑠 . As shown in Fig.3, the predictions of the model are significantly influenced by the method of 

determining ℎ𝑠. For the Real_x102 surface, all three ℎ𝑠 values are seen to perform close to the general form of the 

experimental data at y/H values of around 0.6 - 0.8. However, all three are seen to deviate from the experimental 

results at values above or lower. The Stimpson et al. correlation provided better predictions of the ℎ𝑠 value likely 

as it was based on experimental friction factor data from rough microchannels fabricated by PBF. The Mazzei et 

al. correlation is a revised version of the Stimpson et al. correlation, intended to improve the original by better 

fitting the experimental data with the HRM and it can be seen to agree more closely with the experimental results 

in HRM. The Flack et al. correlation was predominantly formulated from studies on surfaces with sparse roughness 

elements; therefore, underpredicts the ℎ𝑠  value, leading to the underestimation of the roughness effect on the 

velocity profile. It appears to be less suited for AM surfaces with high density roughness All three ℎ𝑠 values 

exhibit some difference from experimental results, especially in the region near to the rough wall. 

  

As illustrated in Fig. 3, all correlations provide similar results for Upskin and Downskin surfaces due to the 

closeness in values calculated for  ℎ𝑠 . However, by increasing the roughness height, each correlation yields 

different values of  ℎ𝑠. Therefore, for the Real_x102 surface, the predicted velocity profile varies with the type of 

correlation used for  ℎ𝑠. Compared to the experimental results, the Flack et al. correlation underpredicts the ℎ𝑠 
values of AM roughness, leading to underprediction of the velocity shift and the position of the maximum profile 

for flow above the Real_x102 surface. HRM provided closer predictions to the experimental results by using 

Stimpson et al. and Mazzei et al. correlations, although the better result was found by employing the Mazzei et al. 

correlation. 

 

3.2 Evaluation of resolving-roughness approach  The CFD simulations explained in the previous section 

were replicated using resolving-roughness with RANS (SST k-ω) and employing the actual geometry of roughness 

generated by the method explained in section 2.3. An unstructured polyhedral mesh with 30 boundary layer mesh 

was used and the first layer was positioned at a distance of 1 × 10−6 m from the wall to ensure a 𝑦+ < 1. A mesh 

dependency analysis was performed by increasing the number of computational cells and comparing the resulting 

velocity profile until no noticeable changes were observed. A computational grid with 7,120,900 cells for channels 

with Upskin surface, 7,630,249 cells for Downskin surface, and 11,854,532 cells for Real_x102 surface were 

found to be sufficient for this study. 

 

Fig. 4 illustrates the CFD results of resolving-roughness with RANS (SST k-ω) compared with the experimental 

velocity profiles of McClain et al. [19]. A noticeable improvement in the prediction of the velocity profile for all 

surfaces is observed compared to the roughness-modelling approach.  

 

 
 

Fig. 4  The CFD results of resolving-roughness with RANS (SST k-ω) compared with the experimental 

velocity profile of McClain et al. [19]. 
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For Real_x102, Downskin, and Upskin surfaces, the NRMSEs of the resolving-roughness were 7.4 %, 18.5 % and 

8.6 %, respectively, and the corresponding NRMSEs of HRM (using Mazzei et al. correlation) were 14.7 %, 19.0 

% and 9.7 %, respectively. The velocity profile obtained by resolving-roughness follows the changes in the trends 

of the experimental velocity and correctly predicts the velocity shift. Although there is slight underprediction in 

the velocity shift for Upskin and Downskin surfaces, for Real_x102, the model provided a very good prediction 

of the velocity shift. For Real_x102, both approaches are seen to perform close to the general form of the 

experimental data at y/H values of larger than 0.3, slight underprediction at y/H values of around 0.1 - 0.3, and 

large deviation at y/H < 0.1. For Downskin, the roughness resolving approach is found to perform close to the 

general form of the experimental data at y/H values of around 0.1 - 0.6, while HRM showed better predictions 

at y/H values of around 0.6 - 0.8. For Upnskin, a close prediction to the general form of the experimental data 

is found for the roughness-resolving approach at about y/H < 0.6 and for HRM at about y/H > 0.6. Fig 4 

demonstrates the capacity of the roughness-resolving approach coupled with RANS for modelling a wide range 

of roughness heights. The discrepancies of resolving-roughness observed in Fig. 4 could be due to the deficiency 

of RANS models in the prediction of detached flow, consequently leading to incorrectly maintaining attached flow 

over the isolated roughness elements. CFD of rough-wall flows is challenging due to three phenomena that exist 

in such flows: (i) strong favourable pressure gradient on the windward faces of most roughness elements (ii) strong 

adverse pressure gradient on the leeward faces (iii) expected highly anisotropic turbulence near and between the 

roughness elements [19]. The evaluation of the roughness models for convective heat transfer, including RHM 

and ESGR, was recently investigated by Mazzei et al. [14,15]. They reported that HRM is an important step ahead 

of ESGR for predicting friction factors, but the heat transfer prediction demands the implementation of the thermal 

correction models. They improve the predictions of RHM by calibrating the thermal correction model of Aupoix 

[13] using the experimental data of Stimpson et al. [26] for heat transfer in mini-channels fabricated by PBF.  

 

3.3 The effect of roughness parameters on velocity and temperature profiles  The roughness-resolving 

approach eliminates the need to implement thermal corrections for prediction of heat transfer in  CFD. This 

approach also includes the effect of increased heat transfer area from the roughness. In order to reduce the 

computation effort, further CFD simulations were performed in a smaller channel (a mini-channels) with the 

configuration shown in Fig. 2, a cross-section of 2 mm ⨯ 1 mm, and a length of 3 mm. A heat flux of 20 W/cm2 

was applied to the bottom surface of the channel. In order to evaluate the influence of the roughness topology on 

the temperature and velocity profile, the Gaussian, Negatively Skewed, and Platykurtic surfaces (with similar 𝑅𝑞 

but different 𝑅𝑆𝑘  and 𝑅𝑘𝑢) listed in Table 2 were simulated using the roughness-resolving approach. Fig. 5 

illustrates the expected shift in velocity and temperature profiles at Re = 15000 for these different surfaces. The 

velocity shift of the Negatively Skewed rough surface is lower than that of other rough surfaces showing smaller 

friction drag over Negatively Skewed surface due to removed roughness peaks. However, the velocity profile of 

the Platykurtic surface behaves similarly to the Gaussian surface for 𝑦+ > 100, showing that the effect of kurtosis 

on the friction drag is marginal. Fig 5 (b) demonstrates the capability of the roughness-resolving approach in 

predicting negative temperature shifts due to roughness. The Smooth, and Gaussian and Negatively Skewed have 

similarly positioned trends to the velocity profiles, apart from Platykurtic, which is demonstrably lower.  

 

 
 

Fig. 5  (a) velocity profile and (b) temperature profile for Gaussian, Skewed, and Platykurtic surface at 

Re=15000. 
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4. CONCLUSIONS 
 

This study evaluates the predictions of the roughness-resolving approach and common roughness-modelling 

methods in the RANS framework in predicting flow and heat transfer over additive manufactured rough surfaces. 

The CFD results were compared with experimental data of velocity profiles over rough surfaces fabricated by PBF 

technology.  

 

For roughness-modelling methods, HRM is an important step ahead of ESGR in predicting the velocity profile. 

From the observations in this study, the ESGR model appears to best suit surfaces with low roughness, while HRM 

can provide more accurate predictions for surfaces with high roughness. The main drawback of roughness models 

relies on the uncertainty associated with the values of equivalent sand-grain roughness heigh,  ℎ𝑠. The performance 

of several correlations (proposed by Flack et al. [24,25], Stimpson et al. [26], and Mazzei et al. [15]) in the 

prediction of  ℎ𝑠 values for AM roughness were compared. The predicted value of  ℎ𝑠 by all correlations led to 

similar predictions of the velocity profile for low roughness; however, for higher roughness, the values of Mazzei 

et al. correlation were closer to the experimental data. The prediction of heat transfer by roughness models requires 

the adoption of a calibrated thermal correction model [15]. Further analyses considering different geometry, 

roughness, fluid, and flow conditions would be required to improve the roughness models.  

 

A method for actual roughness generation was proposed, and the performance of the roughness-resolving approach 

coupled with SST k-ω was evaluated. This approach demonstrated better performance in predicting the 

experimental velocity profile than that of the roughness models (HRM and ESGR). The predictions of this 

approach broadly matched the experimental results of the velocity profile for a wide range of roughness height 

studies. The combination of roughness-resolving with RANS predicted the negative temperature shift due to 

roughness without the inclusion of thermal correction models. The results demonstrated that, apart from 

roughness height, the skewness and kurtosis of roughness also influence the velocity and temperature profile. 

The roughness-resolving with RANS approach has the capacity to predict heat transfer and fluid dynamics in 

rough channels fabricated by additive manufacturing, albeit requiring more computational effort than roughness 

models. For more complex rough channels, such as conformal cooling channels, the HRM coupled with a thermal 

correction model can be used although the proper correlation must be used to estimate the ℎ𝑠 value. 
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NOMENCLATURE 
 

ℎ𝑠 Equivalent sand-grain roughness (mm) 

H Channel’s height                            (mm) 

𝑘 Turbulent kinetic energy               (m2/s2) 

𝑝 Pressure (Pa) 

𝑃𝑟 Prandtl number (-) 

𝑃𝑟𝑡 Turbulent Prandtl number (-) 

𝑅𝑒 Reynolds number (-) 

𝑅𝑎 Arithmetic-averaged height           (μm) 

𝑅𝑞 Root-mean-square height (μm) 

𝑅𝑠𝑘 Skewness of roughness (-) 

𝑅𝑘𝑢 Kurtosis of roughness (-) 

𝑇 Reynolds-averaged temperature (K) 

𝑢 Reynolds-averaged velocity          (m/s) 

𝑈 Average velocity profile                (m/s) 

𝑈+ Dimensionless velocity profile (-) 

𝑈∗ Friction velocity (m/s) 

∆𝑈+ Roughness function (-) 

𝑦+ Dimensionless distance from wall (-) 

τw Wall shear stress (Pa) 

𝜌 Density                                           (kg/m3) 

𝜇 molecular viscosity                       (kg/ms) 

𝜇𝑡 eddy viscosity                               (kg/ms) 

𝜔 Turbulent dissipation rate (1/s) 
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